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Abstract

This article explores the concept of paraphrasing within
computational linguistics, seeking to enrich its understanding by
drawing parallels with translation studies and especially machine
translation. It highlights the existence of two distinct yet related tasks:
paraphrase generation and paraphrase detection, as well as points
out the many (sometimes implicit) contact points in evaluation in both
translation and paraphrasing. We claim that the concept of near-
synonymy or near- equivalence is a shared concern of both disciplines,
and its formalization should be pursued.

Plain language summary

This article examines paraphrasing—a way of expressing the same
meaning using different words or phrasing—and its relationship with
computational linguistics and translation studies. It focuses on two
key tasks in paraphrasing: generation (creating paraphrases) and
detection (identifying them). Both tasks are essential for applications
like machine translation, summarization, question answering, and
plagiarism detection. The study emphasizes how paraphrasing and
translation share the concept of near-synonymy or near-equivalence,
where slight differences in word choice preserve the same core
meaning. While translation involves converting text between
languages while keeping the meaning intact, paraphrasing focuses on
rephrasing within the same language for different purposes—like
adapting for a specific audience or simplifying complex ideas. Despite
their differences, both processes require balancing the original intent
with contextual adjustments. The article also highlights how concepts
from translation studies can inform paraphrasing research. For
example, the Portuguese phrase "Por Outras Palavras" ("In Other
Words") has been used as the title for both translation and
paraphrasing workshops, underscoring their conceptual overlap. By
exploring these connections, the study aims to deepen our
understanding of paraphrasing and improve methods for creating
and detecting paraphrases in natural language processing.
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1 Motivation

The identification of paraphrases has emerged as a signifi-
cant area of study in computational linguistics, being applied
across various domains such as machine translation, lan-
guage generation, summarization, text reuse identification, text
simplification, question answering and plagiarism detection.
Recognizing different ways of expressing the same or a simi-
lar meaning is crucial for enhancing the effectiveness of all
these applications. Paraphrase identification is also often
considered a component of text entailment detection, the task of
determining whether one text logically follows from another.
This broad applicability highlights the importance of developing
robust methods for detecting and generating paraphrases in
natural language processing.

In this article, we examine multiple definitions and operation-
alizations of paraphrases found in the literature, showing two
distinct definitions of paraphrases that have emerged in the field
— those based on systematic relationships between linguis-
tic expressions out of context and those based on empirically
determined semantic equivalence or closeness at the sentence
level.

We deem it essential to emphasize the deep connection between
paraphrasing and translation, as both hinge on concepts like
near-synonymy or near-equivalence, allowing slight differences
in word choice or phrasing that remain true to the original
intent. Translation aims to maintain semantic equivalence while
converting text from one language (the source language) to
another (the target language). This process goes well beyond
merely swapping words, as it often demands an awareness of
different cultural contexts, histories, and linguistic norms to
accurately convey meaning, ensure clarity and preserve the
original intent of the author. Paraphrasing, in contrast to trans-
lation, remains within the same language but may involve
rephrasing text to suit different audiences, styles, contexts, or
varieties. While it does not require the cross-linguistic shift
that translation does, paraphrasing still demands a careful
balance of preserving the original meaning while adjusting the
expression.

The connection between translation and paraphrasing can be
seen in the title of one of translation studies key texts, “In Other
Words™!, where paraphrasing is conceptually linked to trans-
lation. And the other way around, the Portuguese phrase ‘“Por
Outras Palavras” (literally “In Other Words”) has served as the
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title for two paraphrasing workshops?-.

1.1 Translation versus paraphrasing

Paraphrasing and translation both imply “closeness of meaning”,
whether in the same or different languages. When consider-
ing the significance of translation versus paraphrasing, one
might argue that paraphrasing is less essential, given that
translations are often needed to bridge language barriers for
audiences who do not understand the original language. Para-
phrasing may appear simpler since it operates within the same
language. Walter Benjamin® observed that translation involves
transferring a text from one cultural and linguistic frame-
work to another, adding layers of complexity that paraphrasing
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typically does not face. However, when adapting a para-
phrased text for different audiences or cultures, it may require
adjustments beyond simple rewording. Much like translation,
paraphrasing can demand an awareness of cultural contexts.

In any case, what is undeniable and intriguing is that, as dis-
cussed in Section 3 (“Interconnections”), there have been many
instances where computational linguistics researchers have
drawn from work in either paraphrasing or translation with-
out explicitly emphasizing the theoretical closeness between
the two. These overlaps have fostered a natural, albeit often
unspoken, interconnection between the two disciplines. Finally,
the increasing role of large language models (LLMs) in refin-
ing and paraphrasing texts has sparked important questions
about authorship, originality, and accountability, and this
also calls for a deeper understanding of paraphrasing and the
development of robust paraphrase detection methods. The
goal would be to ensure that the nuances between paraphrased
and original content can be accurately identified, addressing
concerns related to ownership and academic integrity.

2 Paraphrase in computational linguistics

In computational linguistics, tasks related to paraphrasing
generally fall into two categories: paraphrase generation and
paraphrase detection. These two tasks often imply distinct
underlying definitions of paraphrase. Paraphrase generation has
typically emphasized competence, i.e., stressing the linguistic
system’s ability to produce paraphrases. In contrast, paraphrase
detection is more concerned with performance, looking at how
paraphrases are identified or recognized in actual language use.
While paraphrase generation begins with a singular meaning
and explores various ways to express it, paraphrase detection
focuses on determining whether two different sentences convey
the same meaning or a close enough/approximate meaning.

Starting by paraphrase-related research in the area of lan-
guage generation, Smadja and McKeown® explored a system
called Cook, which uses extensive collocation knowledge
extracted from a domain-specific corpus to generate diverse
sentences from what they refer to as “semantic messages”. The
system’s ability to merge collocations while managing multiple
constraints demonstrates a significant potential for generating
paraphrases (pp. 238). A notable aspect of their system is
its adherence to what they describe as the “delocality of
semantic constraints”, a concept attributed to Kukich er al.®,
referring to the phenomenon where the same semantic infor-
mation is distributed across different parts of the sentence,
sometimes separated by considerable distance. Similarly to
Smadja and McKeown, Kukich and colleagues had developed
a system designed to help engineers generate documentation
for telephone network planning operations. Their system dem-
onstrated the flexibility of paraphrase generation by produc-
ing an average of 150 different sentence variations for a single
message type.

A key development in paraphrase research came from the arti-
cle by Barzilay and McKeown’, “Extracting Paraphrases from a
Parallel Corpus”. They introduced a performance-based view of
paraphrasing, which has since become the dominant approach.
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This shift in perspective emphasized the practical application
of paraphrase detection by using large datasets, such as parallel
corpora — already used in translation — to extract paraphrased
pairs and better understand their variations in real-world con-
texts. They emphasized that existing resources predominantly
focused on lexical paraphrases, i.e., alternative expressions at the
word level, noting the absence of phrasal or syntactically-based
paraphrases. In their view, this limited the scope of how
paraphrases are understood and used in computational tasks.
According to these authors, previous approaches used manual
collection of paraphrases for generation, something which is
time consuming and application-specific; or a) used lexical
resources such as WordNet (synonymy and/or other relations) to
compute paraphrases; b) employed morphological and syntac-
tical processors applied to term lists, what they call “term para-
phrases™; or c¢) used (linguistic) explanations of the meaning of
regular polysemous adjectives®. In all these three latter cases,
they claim that the process may result in unnatural/unattested
examples, and this is why they propose to identify actually
used paraphrases. However, Barzilay and McKeown’ faced a
significant challenge in evaluating the paraphrases generated
by their method, because they had to rely on human judg-
ment. They defined a paraphrase as demonstrating “approximate
conceptual equivalence” but encountered difficulty in deter-
mining whether the evaluation should involve context or not.
In some cases, only by considering the context could one
judge whether two phrases were indeed paraphrases. But,
including the context meant that the paraphrases would become
dependent on specific situations, reducing their generalizability.
Context-dependent paraphrases could not be wused across
different settings, making them less valuable as general
linguistic resources. On the other hand, excluding context in
evaluations risked missing nuances, as paraphrases might only
work as substitutes in certain contexts. The challenge then was
whether to include larger text snippets to capture context
more effectively, an approach which would result in longer
paraphrase pairs — not explored in their paper. One can clearly
see that a trade-off exists between generalizability and accu-
racy in determining paraphrastic relationships. We believe
their paper was a cornerstone for the paraphrase detection
task, which turned into a larger endeavour in the years to follow.

Dolan and Brockett’ developed the Microsoft Research Para-
phrase Corpus (MRPC) using a significantly large data set,
employing two key techniques on clustered news articles. The
first involved finding pairs of sentences with a relatively small
Levenshtein distance'’, a measure of the difference between two
sequences by counting the minimal number of single-character
edits required to transform one sentence into another. The sec-
ond technique focused on identifying the initial sentences
of articles with considerable lexical overlap and similar
sentence lengths, as these similarities increased the likelihood
that the sentences were paraphrases of one another. The MRPC

! Jacquemin ez al. [11, pp. 25] present the following example: “the word
genes is tagged as a plural noun and morphologically connected to genic,
genetic, genome, genotoxic, genetically.”
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corpus®, containing 5,800 sentence pairs, was released in 2005
with human judgments indicating whether each pair was a
paraphrase or not. Since its creation, the MRPC has become
an invaluable resource for the development and evaluation
of paraphrase detection models. As detailed by Finch er al.'?,
these human judgments assessed whether the sentences were
close enough in meaning to be considered paraphrases. Two
annotators independently labeled the data, and a third annota-
tor resolved disagreements. The inter-annotator agreement was
83%, underscoring both the complexity of the task and the
ambiguity in labeling, with about 67% of sentence pairs clas-
sified as paraphrases. Once again, we have genuine sentence
pairs conveying the same core information, but human verifica-
tion is required to ensure this alignment. Given the wealth of this
resource, Finch er al.'> explored the effectiveness of evaluation
metrics typically used in machine translation to assess “semantic
equivalence classification” at the sentence level, consider-
ing paraphrases as semantic equivalence data. They also used
data from the PASCAL challenge', which focused on tex-
tual entailment. In this context, sentences were classified as
entailing (or not) the other sentence in the pair. Mutual/double
entailment between sentences indicated a paraphrase. Like
the MRPC, PASCAL judgments were human-validated.

Plagiarism detection corpora have also been created, as noted
by Potthast et al'¥, who differentiated between real, simu-
lated, and artificial forms of plagiarism. Although plagiarism
and text reuse have distinct characteristics, they can still
be seen as a form of paraphrase, as suggested by Madnani
et al.®, who use machine translation evaluation metrics to
assess the precision of paraphrase detection. In another study,
Gupta er al.'® examine techniques for detecting crosslingual
plagiarism, particularly when machine translation is used to
plagiarize text written in another language. This form of
plagiarism introduces unique challenges, as content is disguised
through translation.

Over time, several paraphrase datasets have been compiled,
many of which were based on translation, following the pio-
neering ideas of Barzilay and McKeown’, but on a much larger
scale. For example, Wieting and Gimpel'’ released a dataset
containing 50 million paraphrased sentences.

Recently, this understanding has led to the annotation of para-
phrase pairs at the phrase level. For example, Wang er al.'®
introduced ParaTag, a dataset specifically designed to capture
fine-grained paraphrasing at the constituent phrase level. Inter-
estingly, their study revealed that in almost 90% of instances
labeled as paraphrases in the MRPC dataset, at least one
phrase was missing from the paraphrased version. This indicates
that while the general meaning remained, parts of the
original sentence were frequently left out. Researchers have
thus returned to emphasizing phrases after previously shifting
from individual words and phrases to entire sentences.

2 Available  from
aspx?id=52398

https://www.microsoft.com/en-us/download/details.
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Another important methodological breakthrough was brought
in 2005 by Callison-Burch and associates. Bannard and
Callison-Burch”, Callison-Burch®® used parallel corpora to
find paraphrases, asserting that this resource is far more
prevalent than multiple translations as proposed by Barzilay
and McKeown, on the one hand, and, on the other hand,
simpler to process than monolingual corpora, which require
parsing and clustering, as used by Lin and Pantel*. Their
approach offers a statistical measure to evaluate the quality of
paraphrase candidates. Later, Callison-Burch and colleagues
demonstrated the benefits of using paraphrasing to enhance
machine translation performance®. In 2013, they released a
large paraphrase database in English and Spanish*, annotated
with several contextual features and evaluation information.

After Callison-Burch doctoral studies, Barreiro’s research®
introduced the notion of bilingual/multilingual paraphrases,
arising from aligning texts across one language pair (bilingual)
or multiple language pairs (multilingual). She proposed the
concept of a resource similar to a dictionary but designed for
paraphrases at the multiword and phrasal levels, naming it
“paraphrasary” (“parafrasdrio”, in Portuguese). Using a
revised version of Callison-Burch’s Linear-B tool, called
CLUE-Aligner®, her approach identifies manually a set of
paraphrastic units within parallel sentences, enabling analysis
of equivalences not only across languages but also within
Portuguese language varieties®?. The methodology, further
refined, detects non-contiguous paraphrastic units and aligns
them for both paraphrastic and translation unit pairs?.

Paraphrase evaluation faces two primary challenges: one con-
cerning the assessment of semantic importance and the other
regarding the influence or dependence of context. As Dras®

aptly put it, paraphrases involve “a pair of text units
considered interchangeable”. But how to define what is
interchangeable?

First, not all parts of a sentence carry the same weight when it
comes to recognizing semantic equivalence or non-equivalence,
as Madnani et al® pointed out. Rather than viewing para-
phrastic relationships as strictly binary, they suggested using
a continuous scale between O and 1 to reflect varying degrees
of similarity.

Another challenge is the issue of context. Assessing phrases
or words outside their original context requires careful
consideration of suitable independent contexts. The idea of
simply relying on the original context, as done by Barzilay and
McKeown, or Mota et al., has faced criticism, notably from
Callison-Burch in his PhD thesis. He argued that this method
is too lenient, as it may permit phrases to be judged as para-
phrases without adequately testing their versatility across
different contexts.

The evaluation of paraphrases ranges from wholly subjective
methods, where individuals rate or rank paraphrases based on
their perceived closeness, to more “objective” approaches that
involve quantifying the frequency of words identified as para-
phrases across various texts and languages. Other techniques
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include analyzing the similarity of n-grams or lexical units
between sentences, or using word embeddings. However, a
central question persists: is there a universally accepted defini-
tion of what constitutes a paraphrase? Despite progress in these
evaluation methods, reaching a consensus on this issue continues
to be a challenge.

3 Interconnections between paraphrasing and
translation

In this section, we pinpoint and elucidate the diverse connec-
tions between paraphrasing and translation within computational
linguistics, classifying them in five cases: (1) using translation
to obtain paraphrases; (2) using paraphrases to improve trans-
lation; (3) using paraphrases to evaluate machine translation;
(4) using machine translation evaluation metrics to evaluate
paraphrases; and (5) combining/mixing translation and
paraphrasing in the same task.

Case 1 represents one of the most straightforward connections
between paraphrasing and translation: variations that emerge
from different (human) translations of the same source text.
These translations naturally serve as paraphrastic candidates,
when they occur at the sentence level, as shown by Barzilay
and McKeown’s work, or through retranslation of the same
phrase or word across bilingual corpora, as Callison-Burch
has proposed. Wieting and Gimpel” leveraged Czech-English
machine translation using an English-Czech bilingual corpus
to increase the volume of English paraphrases available.

Case 2 focuses on using paraphrases to improve (machine)
translation quality by offering multiple ways to express the
same meaning. As early as 1990, Santos [30, pp. 330] sug-
gested using paraphrasing as a final step in the machine
translation process to enhance output quality. The transla-
tion process was divided into two phases: “structural transfer”,
which performed the primary translation, and “style
transfer”, which involved selecting paraphrases in the target
language®.

Callison-Burch was the first to actually demonstrate the use
of paraphrases to improve coverage in statistical machine
translation (SMT). When direct translations are unavailable,
paraphrases can fill the gap using existing translations from
bilingual corpora, potentially across multiple languages. His
approach enhanced statistical systems by expanding the
number of translation options.

Barreiro** studied the efficiency of using short paraphrases
of support verb constructions to enhance machine transla-
tion. She developed eSPERTo, a tool for paraphrasing and
translation tasks, originally known as SPIDER?, incorporat-
ing lexicon-grammar resources within a human-in-the-loop
framework®. Then, Barreiro and colleagues introduced a

3 Although the “style transfer” module was never fully implemented —
since the initial translation option was typically accepted without further
refinement — the concept laid the groundwork for future applications. A
practical example of how this approach could work in generating translations

is demonstrated by Stede®.
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method for enhancing machine translation by using mono-
lingual parallel corpora from two varieties of Portuguese, as
presented in Barreiro and Mota®.

Case 3 provides another crucial link between paraphrasing and
translation research, namely the use of paraphrases to evaluate
machine translation. Notably, BLEU*, a well-known machine
translation evaluation metric, uses reference translations
treated as paraphrases to assess machine-generated translations,
measuring their closeness to human translations. As Madnani
et al. [15, pp. 182] note:

the task of an MT metric is essentially one of identifying
whether the translation produced by a system is a paraphrase
of the reference translation.

Unlike typical paraphrase evaluations, which often consider
individual paraphrases, BLEU evaluates translations com-
paratively. While guidelines for diversity in reference para-
phrases are lacking, researchers have explored various facets
of evaluating paraphrases in their respective studies. In 2023,
Kanayama® introduced a novel approach to evaluating
Japanese machine translation output by proposing the use
of paraphrasing rules instead of traditional n-gram based
evaluation metrics.

Case 3 transitions into Case 4, where machine translation evalu-
ation metrics are repurposed to assess the quality of para-
phrases. This shift leverages the metrics typically used for
translation evaluation to gauge the similarity and effective-
ness of paraphrased expressions, helping measure the degree
of semantic alignment between original and paraphrased texts.
Quirk et al* introduced the concept of “monolingual machine
translation”, while Finch er al.'?> adapted BLEU for para-
phrase evaluation. Similarly, Wan er al’’” combined BLEU’s
features with dependency analysis to improve paraphrase
assessment. Building on these efforts, Madnani et al'
broadened this scope by applying eight different machine
translation evaluation metrics to evaluate paraphrase iden-
tification. These works highlight the growing inter-section
between paraphrase assessment and machine translation evalu-
ation, producing another implicit argument for the closeness of
both tasks.

Finally, case 5 includes broader applications that integrate
both translation and paraphrasing without any hierarchical
preference. An example is the multilingual plagiarism detec-
tion system discussed by Gupta et al.'®, which employs both
translation and paraphrasing techniques.

4 Closeness of meaning

Both translation and paraphrasing are intrinsically linked to
the idea of “closeness” or “sameness” of meaning. Over time,
several researchers in paraphrase have invoked sameness.
Kukich et al.® discussed the concept of paraphrases sharing “the
same semantic information”. Barzilay and McKeown’ noted
that “paraphrases are different ways of expressing the same
information”. Finch et al'*> referred to paraphrasing as
“Sentence-level ~Semantic Equivalence”. Wieting et al®
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described a paraphrase table as containing pairs of text snip-
pets “that have the same meaning”. And Globo et al.** stated that
paraphrasing is rewriting “without altering the meaning of
the original content”.

Others emphasized closeness of meanings: Barzilay and
McKeown’ described paraphrases as having “approximate con-
ceptual equivalence”. Finch et al'> discussed whether two
sentences are “‘close enough in meaning”.

Qiu er al® argued that paraphrase recognition (PR) operates
on the concept of “relaxed meaning”, which allows sentence
pairs with minor variations to still qualify as paraphrases.
They proposed that PR can be understood as an exten-
sion of synonym detection, but at the sentence level, and
acknowledged that absolute synonymy is rare in natu-
ral language, as nuances of meaning are frequently added or
removed in the paraphrasing process. They claimed:

[...] for many people the notion of paraphrases also
covers cases in which minor or irrelevant information
is added or omitted in candidate sentences, [...]. Such
extraneous content should not be a barrier to PR if the
main concepts are shared by the sentences.

So we conclude that the challenge lies in identifying which
elements constitute the “core concepts” and distinguishing
them from details that can be safely omitted or added
without altering the fundamental meaning. We thus turn to
research that seeks to formalize the concept of “closeness of
meaning”.

Edmonds and Hirst [41, pp. 111] introduced the idea of
“near-synonymy” precisely when addressing translation. They
argued that the closest word in the target language is often
a near-synonym rather than an exact synonym.

Near-synonymy rather than synonymy is the norm in
lexical transfer in translation: the word in the target
language that is closest to that in the source text might
be a near-synonym rather than an exact synonym.

Already in 1967, Catford” had observed that translations
often do not convey the exact same message, but instead
use different linguistic resources to achieve a comparable
outcome.

Kay®, cited in Edmonds and Hirst*, introduced the concept
of “elementary meanings”, the core semantic units of a sen-
tence, stripped of peripheral elements such as connotations or
idiomatic quirks: “discrete objective denotations uncolored
by [...] peripheral aspects such as connotations, implications,
or quirks of idiomatic usage”.

Edmonds and Hirst*' extended Kay’s concept by proposing
a model for encoding near-synonymy, presented as a key
characteristic of natural language. Their model consists of
two components: (1) a language-neutral ontology of coarse-
grained representations, essentially clusters of near-synonyms
that are context-independent; and (2) a set of differences
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between these near-synonyms that capture relations to context,
fuzziness, and degrees of necessity. These differences, which
they termed a “subconceptual level”, highlight subtle varia-
tions between words that go beyond core meaning. In their
model, these differences are expressed through concepts,
attitudes, and stylistic dimensions, which can vary across
languages. This representation of near-synonymy accommodates
a wide range of linguistic distinctions without limiting the
kinds of nuances that can be conveyed. Their graphically
illustrated examples (e.g., distinguishing between the English
nouns blunder and error, and the English verbs order and
enjoin) show that encoding such distinctions requires a
substantial amount of information, which they acquired from
existing thesauri.

From a different perspective, but along similar lines, Wierz-
bicka’s Natural Semantic Metalanguage (NSM) approach,
as discussed in works like Goddard and Wierzbicka*,
Wierzbicka®, and Wierzbicka*, sought to express complex
meanings by breaking them down into configurations of
semantic elements using a limited set of basic, universally
translatable words known as semantic primes. Interestingly,
the defense of this approach also draws on the concept of
paraphrasing:

The NSM analysis of meaning is based on "reductive" para-
phrase, in the sense that complex meanings are "reduced",
in a systematic way, to simple or simpler ones. It attempts
to say "the same thing" in a paraphrase composed of
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words (semantic primes), thereby laying bare the semantic
content compressed in the original expressions.

Finally, another approach to handling complex meanings,
from very distant quarters, is the method used for answering
definition questions through informational ‘“nuggets”, as
introduced by the QA track of TRECY. In this framework, the
evaluation of an automated response to a complex question
is based on how effectively it captures key pieces of
information, or “nuggets”, that are deemed essential to a
complete and accurate answer (and which were previously listed
by the organizers).

We thus note that scholars like Edmonds and Hirst, Wierzbicka
and Voorhees have developed (different) fine-grained meaning
representations, which should enable a more precise under-
standing of both translation and paraphrasing. In all of them,
meaning proximity is crucial, but discrete, and we believe this
is the way to proceed.

Ethics and consent

We confirm that this study did not involve interviews,
workshops, or surveys with individuals, ensuring adherence
to ethical standards for research involving human subjects.

Data and software availability

maximally simple, intelligible, and cross-translatable No data or software were developed in this study.
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Summary of the Article:

The article explores the intricate relationship between paraphrasing and translation, emphasizing
the necessity of maintaining semantic and stylistic proximity to the original text. It presents a well-
researched discussion on how paraphrasing can either support or challenge translation fidelity,
particularly in contexts where linguistic and cultural nuances play a critical role.

The author systematically examines existing literature, theoretical frameworks, and real-world
examples, offering a thorough and insightful analysis of the topic. this article is a well-structured,
well-researched, and clearly articulated contribution to the study of paraphrasing and translation.

The discussion is thorough, the arguments are well-supported, and the conclusions are
appropriately drawn. No major concerns were found, and the paper is well-positioned to
contribute valuable insights to the field.

I recommend the article for indexing in bibliographic databases after standard editorial checks.
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The paper makes an interesting review of the literature on paraphrasing in computational
linguistics with two main goals, one explicitly stated and one served implicitly. Explicitly stated is
the goal of highlighting the conceptual similarities of paraphrasing and translation, as they both
start from a “given” text and try to develop texts that simultaneously differ in form from the
“given” one and convey the same meaning with it. Of course, translation works across languages
while paraphrasing within the same language as the “given” text, which may simplify the task to
some extend. The implicit goal is to identify the features of good paraphrases and develop a
theory for them; the authors seem to consider theories relying on semantic primitives as a
proposal to this end.

The authors go through important points in the history of paraphrasing in computational
linguistics and explain in sufficient detail how the field evolved following the developments in NLP
and came close to research on translation and eventually shared with it materials and evaluation
techniques. In particular, NLP techniques based on parallel corpora allowed for searching for the
naturally occurring different textual forms in a corpus of language A that were mapped on to the
same translation in a language B; these texts were evaluated by humans as to whether they
constituted paraphrases of each other. This idea was refined with various techniques and
evaluation measurements but the main problem remained: could the texts evaluated as
paraphrases substitute one another in different contexts? Which properties of the texts would
determine substitutability? In simpler and somehow more vague terms, which properties of the
texts are responsible for good paraphrases? This is what we have called the implicit goal of the
article.

Paraphrasing relies on the hard-to-define notion of “sameness” or “equivalence” of meaning
carried by texts different in form. An important finding is that the parts of paraphrases may not
stand in 1:1 relation among them, rather some parts are more important while others may be
omitted. A theory of “sameness” should be able to explain such observations. The authors believe
that theories based on semantic primitives allowing for a direct description of meaning, are best
candidates for this purpose. Theories of semantic primitives, though, have never managed to
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achieve wide acceptance because they failed to convince that the defined primitives were enough
or the right ones. This is a very old problem, that has motivated various approaches of indirect
description of word meaning, e.g., WordNet uses Synsets (where meaning is described by lists of
synonyms) while in state-of-the-art NLP, embeddings describe word/phrase meaning by the
contexts in which a word/phrase occurs.

We would like to make two observations. First, the article makes an unnecessary, in our view,
reference to the Chomskyan distinction between competence and performance. These notions
apply to human linguistic abilities and not to computational systems, unless the authors imply that
the systems they examine somehow simulate human cognition. The distinction between
paraphrase generation and paraphrase discovery, also made by the authors, is enough and
suitable for the systems that the paper examines. And second, the paper does not put its topic
under the perspective of LLMs. Are paraphrases interesting in a world where LLMs dominate NLP
or are they a necessity of the technology before LLMs?

In the overall, this is an informative and clearly written article, that conveys well-organised
information even if its readers do not agree with the generalisations and the preferences of the
authors.
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